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Abstract 

Understanding human personality is essential for natural and social engagement. Arises a significant connection between users' 
personalities and their behavior. Our primary goal is to identify and classify individuals' personality traits based on their behaviors. 
Understanding personality types can help better understand preferences and potential differences between them. This study uses 
users' answers based on the questionnaire on personality to automatically identify the personality type based on behaviors. After 
pre-processing the data, we researched many classification techniques for automated recognition, including Naive Bayes, Support 
Vector Machine (SVM), Multilayer Perception (MLP), Random Forest, Logistic, and Decision Tree using a 10-fold cross-validation 
method. The second observational study combined all the algorithms using an Ensemble Learning algorithm, where by Vote 
algorithm. Accuracy, precision, recall, f-measure, and error values have been used to measure the systems' performance. According 
to the comparison analysis, SVM outperforms (85.8%) the other five personality trait detection algorithms. But after combing the 
five algorithms which contain the highest accuracy by Ensemble Learning algorithm obtained the highest performance (90.5%) than 
the SVM algorithm and obtained the highest recall, f-measure, and precision values, and the lowest error rates. It demonstrates 
that an ensemble learning approach that incorporates multiple distinct algorithms may yield greater accuracy than any one of its 
individual algorithms separately. Our findings are helpful for understanding how to manage and make a relationship with humans 
by predicting their personality earlier.  

Keywords: Classification, Ensemble Learning, Human Personality, Machine Learning  

INTRODUCTION

There are many different types of people around the world. 
They have different characteristics, behaviors, attitudes, etc. 
Based on their personality characteristics they also change 
with each other. There are so many characteristics in 
personality including honesty, brave, loyal, leadership, etc. 
People have demonstrated these personality traits in 
various ways. These personality characteristics can be used 
for various purposes such as being organized, various kinds 
of social situations getting decisions, etc. Because 
personality contains various types of characteristics, should 
be able to identify the personality type according to the 
purpose at that time. Therefore, identifying personality 
types can be an important task.  

The well-known phrase "Face is a mirror of the mind" 
demonstrates that a person's appearance is determined by 
their inner qualities. Because a person's conduct and 
appearance describe his or her personality, an examination 
of appearance and behavior provides insight into 
personality features (Ilmini & Fernando, 2018). Some people 
are as transparent as a book.; friends appear to be ability to 
anticipate their actions by reading their thoughts and 
sentiments. Others persist a mystery even after years of 
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acquaintance (Colvin et al., 1993). In the world, there are 
various people. They differ from each other on many factors 
such as behavior, attitude, feelings, external appearance, 
etc. Additionally, we cannot say for certain that individuals 
have a personality in same way. As a result, it should 
thoroughly study them in order to at least understand them. 
Because of this, personality classification is important to 
study people to some extent and learn their personality 
traits. 

Every day, people connect verbally and non-verbally in a 
variety of ways, from casual banter to serious dialogues 
(Park et al., 2020) such as various social settings like 
kindergarten, school, college, family, work teams, etc. 
(Talasbek et al., 2020). Therefore, it is important to identify 
the personality of the people. Personality is a dynamic and 
organized collection of a person's traits that impact that 
person's cognition, motivation, and behavior. And defining 
traits that influence how they will respond in various 
situations. Here, people’s personalities are determined by 
how they connect with other people (Katiyar et al., 2020).   

Human interaction is fundamentally influenced by 
personality (Iacobelli & Culotta, 2013). Personality can not 
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only anticipate and characterize a person's conduct but also 
includes their thoughts and feelings and influences their 
motivations, preferences, emotions, and even their physical 
health (Ahmad et al., 2020). Everyday interactions with 
others rely on our intrinsic ability to understand their 
behavior. By analyzing observable behavioral indicators, we 
can characterize others as being more talkative, assertive, 
social, or as being more or less susceptible to stress or rage 
(Lepri et al., 2016). Results from personality tests are 
frequently used in a variety of industries, including clinical 
psychology, social psychology, educational studies, 
Sentiment analysis, opinion mining, tailored healthcare, and 
personalized services (Wang et al., 2021) (Batrinca et al., 
2012). And it is also useful in the areas of hiring new 
employees, career counseling, relationship counseling, and 
health counseling (Pratama & Sarno, 2016). As well as 
personality type has a significant impact on suitability for a 
certain employment, how well handle daily tasks, and even 
how satisfied with job as a whole. 

When considering a person's personality, important to 
remember that some people tend to be outgoing and 
confident, others are oddballs and quiet, and yet others 
could be neither of these things at all. Some personality 
traits are favored by everyone, while others are despised 
since each personality is distinct. It possesses some traits 
that we either find alluring or repellent. As well as our world 
is one of heated competition. Having a strong personality 
makes you stand out to employers. On the other hand, each 
of the numerous models and theories relating to motivation 
and personality presents a unique viewpoint. However, a 
person's personality traits affect more than just how they 
perceive themselves. Therefore, it generates a problem how 
these various ways of feeling, thinking, and doing be 
measured? 

Because there are so many variables involved, personality 
classification is become very important and complex (Keh & 
Cheng, 2019). But we can describe other people, attempt to 
predict their behavior, and modify our own behavior further 

by using the form of intelligence (Lepri et al., 2016). In our 
study demonstrates how several categorization algorithms 
are used to automatically identify personality traits in 
various data.  

Following Figure 1 shows the mapping between research 
questions and objectives. 

The proposed approach will help to recognize one's 
personality type and to understand their preferences and 
how or why they could differ. Understanding personality 
types can improve our ability to lead, persuade, cooperate, 
negotiate, and handle stress. As well as personality 
classification is playing a huge role when we want to identify 
our strengths and weakness of own self. And also knowing 
your personality type might be helpful in the job in many 
different ways. It may help with communication, leadership 
style, conflict resolution, knowing how other people think, 
mentoring others, enhancing sales skills, etc.  

In contrast to single traits, personality types that consider 
how qualities interact with one another paint a more 
complete picture of a person's character. This study 
examines the personality traits of each person and thereby 
gives an idea of what kind of personality they have. 

This paper’s primary contribution is a performance analysis 
of various categorization using six classification algorithms 
and combine five classification algorithms among them with 
highest accuracy, using ensemble learning algorithm. 
Additionally, we go over how to create a system that 
accurately predicts personality based on responses to a 
questionnaire that individuals fill out. Measurement of the 
system’s performance using precision, recall and f-measure 
and lowest error rate additional contribution made by this 
research. 

The following is a description of the document’s format: The 
similar work is described in Chapter 2, the suggested 
research approach is described in chapter 3, the findings and 
discussion of the proposed research are represented in 
chapter 4, and the research work is concluded and future 
directions for research are defined in chapter 5. 

Figure 1 Mapping between research questions and objectives 

Problem Statement: 

It is critical to comprehend how to categorize various 
human personality types based on their behaviors. 

Map to 

 

Main Objective:  

Classify human personality types according to 
the people behavior. 
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Retrieved       
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Achieved all 

Research Questions:  Specific Objectives:  

RQ1: What are the major personality types? Answered 
by 

 

RO1: Identify the major personality types 

RQ2: What are the characteristics according to each 
personality type? 

Answered 
by 

 

RO2: Identify the characteristics according to 
each personality type. 

RQ3: How can personality types be classified using 
classification methods? 

Answered 
by 

 

RO3: Identify the methods that can be used for 
personality classification.   

RQ4: How should the classification findings be 
assessed? 

Answered 
by 

 

RO4: Determine the evaluation techniques for 
the classification outcomes. 
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LITERATURE REVIEW 

Related Work 

According to previous researches, personality is a 
combination of an individual's characteristics and behavior 
in dealing with various situations (Pratama & Sarno, 2016). 
One of the interesting traits that might be explored for 
adaptation is personality. A person's personality may be 
defined as a set of specifications that demand a pattern on 
the person's actions; this tendency remains constant 
throughout time and locations (Souri et al., 2018). 

The researchers of (William, 2020) in machine learning, 
classification refers to the process of labeling given input 
transmitted data into predetermined groups. There are 
many popular categorization algorithms based on Bayes, 
trees, functions, or rules. This article examines classification 
techniques for identifying and forecasting personality using 
the HEXACO Model dataset, and it is supported by 
implementation performance. The process of identifying 
expressive, distinctive, and fascinating relationships, trends, 
and patterns in massive amounts of data utilizing pattern 
recognition technology as well as computational and 
analytical tools is known as data mining. Data mining 
encompasses data prediction and interpretation in addition 
to data gathering and processing. When people attempt to 
evaluate or create connections between various parts, 
errors frequently arise, making it difficult to develop 
answers to specific problems. Machine learning may be 
useful in solving these difficulties by improving the 
effectiveness of processes and computer designs.  

The paper (Joo & Hwang, 2019)  explains the involvement in 
the PAN 2019 shared task on author profiling, determining if 
the author of a tweet is a bot or a human, and identifying 
the author's gender in the case of a human for English and 
Spanish datasets. They study the complementarities of 
stylometry approaches and content-based methods in this 
research, proposing several ways for developing flexible 
features. 

In (Karunarathna et al., 2022b), six algorithms are 
individually used to determine the personality types of 
humans. As well as in (Karunarathna et al., 2022a), the 
researchers have applied clustering algorithms to identify 
the personality behaviors.  

According to this study (Ahmad et al., 2020), the daily use of 
digital devices with Internet access, such as tablets and 
smartphones, has increased dramatically in recent years, 
impacting Internet and social media network usage. When 
people use social networks, they disclose personal 
information that is broadcast to other users, providing 
organizations with useful information. Characterizing users 
based on their social media behavior is a new topic of study 
in Natural Language Processing (NLP), and this research will 
present an overview of how personality can be determined 
through online data.  

The primary idea behind an ensemble methodology is to 
combine a series of models to fulfill the task, resulting in a 
better composite global model with more accurate and 
judgments than a single model. There are numerous 
methods for training an ensemble model to get a desired 
result. Diversity: The higher performance of ensemble 
models is mostly due to the employment of multiple 
inductive biases. Predictive performance: The individual 
inducer's predictive performance should be as high as 
feasible and at least as good as a random model (Rokch, 
2019).  

In (Boyd & Pennebaker, 2017) suggest a supplementary 
model that is based on a large data solution: word analysis. 
Language-based personality tests were utilized to 
capture/model lower-level personality processes that are 
more closely related to important objective organizational 
results. Furthermore, the growing availability of language 
data, as well as developments in statistical methodologies 
and technical capability, are rapidly opening up new 
possibilities. 

In the study (Fallah & Khotanlou, 2015), a personality 
recognition system is used to automatically extract 
character attributes from persons handwritten writings. 
Their suggested method generates feature vectors by 
combining independent data with context information such 
as top margin value, word extraction, character sizes, line 
space, word space, word tilts, horizontal to vertical 
character ratio, and lie tilts. For categorization, the MLP 
neural network is applied.  

The study (Stachl et al., 2020) looks at how well people's 
personality traits (measured at broad domain and narrow 
facet levels) may be predicted by six types of behavior: In a 
large sample, communication and social behavior, music 
consumption, app usage, mobility, overall phone activity, 
and day and night time activity were studied. The cross-
validated results show which Big Five personality traits are 
predicted and which unique behaviors are associated with 
which characteristics, with communication and social 
behavior being the most predicting overall. The study (Stachl 
et al., 2019) demonstrates that personality trait levels can 
be predicted using data collected from off-the-shelf 
smartphones. The data set used in this study was made up 
of three independent datasets obtained in three separate 
investigations as part of the phone study research project at 
Ludwig Maximilians-Universität München. They present 
how variables may be used to predict self-assessments of 
the big five personality characteristics at the component and 
facet level using a machine learning technique (random 
forest, elastic net). The research (Kassarnig et al., 2018) is 
based on data collected from smartphones used as primary 
phones by the students for two years. They can directly 
measure the explanatory power of individual and societal 
factors since multi-channel data from a single population is 
accessible. The researchers discover that the most revealing 
measures of performance are based on social links, and that 
network indicators outperform individual traits in terms of 
model performance. Among individual traits, class 
attendance is the most important predictor in their findings 
show that considerable homophily and/or peer effects exist 
among university students. 

Research Gap 

Most of the existing research is considered based on the 
social network, usage of the internet, language, and 
handwriting patterns to identify personality. But in our 
study, we considered human personality behaviors in 
humans’ day-to- day lives.   

Furthermore, the data set we used was obtained through a 
questionnaire. In other recent research, the information has 
been obtained by observing the posts, links, and text 
patterns in social media networks. The information obtained 
from the observer may vary depending on the information 
seeker's state of mind, knowledge, and other factors. It may 
affect the information received. But through the 
questionnaire given to the respondent, the information can 
be obtained directly from the person. Therefore, the results 
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obtained from our study are more accurate than other study 
results. 

Previous research used one or two classification algorithms 
in their approach. We increased it to six individual 
algorithms and also combined five algorithms using an 
ensemble learning algorithm to improve the results. 

METHODOLOGY 

The suggested automatic personality classification system 
applies specific data mining techniques to categorize the 

personality type according to human’s behavior. With the 
guidance of the suggested model, user personality can be 
determined using answers given by the people. This system 
evaluates user characteristics and behaviors, and then 
creates its own patterns that assist anticipate the user's 
personality and categorize all users into distinct groups. 

The proposed research is useful for forecasting peoples' 
personalities. Following Figure 2 shows the proposed 
approach for the current study.   

Figure 2: Proposed approach 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

DATA COLLECTION 

This was done using the secondary data set, which was 
received from the Kaggle website (Kaggle, 2022). The 
proposed methodology uses the responses from the 

questionnaire that the participants provided. There are 62 
questions in the survey. Those are regarded as attributes. 
The top 34 attributes are chosen after the attributes are 
ranked using the information gain ranking algorithm in 
Waikato Environment for Knowledge Analysis (WEKA) data 
mining tool. Following Table 1 shows the 34 attributes.

 

Table 1 Attributes of personality 

Attributes of Personality 

You frequently make new friends You appreciate witnessing heated 
debates 

You are frequently the one who makes 
contact with acquaintances and starts 
events in your social circle 

You are still troubled by faults you 
made in the past 

Your moods can vary dramatically It's easy to feel like you want to cry 
when you see other people crying 

Even under intense pressure, you 
typically maintain your calm 

You frequently find yourself taking 
action at the very last minute 

You are more in charge of your 
emotions than the other way around 

You would rather complete one 
assignment entirely before beginning 
another 

You typically choose to be with people 
rather being by yourself 

Your own work style is more similar to 
random bursts of energy than 
deliberate, regular efforts 

It is easy for you to approach someone 
you find fascinating and start a 
discussion 

It's simple to relate to someone 
whose experiences diverge greatly 
from your own 

If your job required you to work alone 
most of the time, you would adore it 

You tend to follow your intellect more 
often than your heart 

You do not frequently question your 
decisions 

You are drawn more to noisy, 
energetic locations than to quiet, 
private ones 

You hardly ever give thought to how 
you come across to new 
acquaintances 

You like visiting art galleries You frequently feel overburdened 

You enjoy reading and watching books 
and movies that force you to conceive 
of your own conclusion 

You enjoy making a daily to-do list You spend a lot of your free time 
researching a variety of arbitrary 
subjects that catch your attention 

  

Data Collection 

 

Data Pre-processing 
Data Splitting 

 

Apply Classification 
Techniques Performance Evaluation 
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You have so many interests that it can 
be challenging to decide what to 
explore next 

You try to avoid making calls Frequently, a backup plan for a 
backup plan is made 

In group settings, you resist taking on 
leadership responsibilities 

You find things that are regarded 
controversial to be incredibly 
intriguing 

You actually rarely make an effort to 
introduce yourself at social 
gatherings; instead, you choose to 
converse with people you already 
know 

You believe that if people relied more 
on reason and less on emotion, the 
world would be a better place 

You find deadlines difficult You have a sensitive nature 

You could start to question your 
general knowledge and talents after 
making even a tiny error  

  

In the original data set, there were 16 personality types 
considering their behaviors. In our study, depending on their 
personality traits, the personality types were condensed to 
5 types. 

● The Supervisor - Extraverted, sensing, thinking, 
and judging are its initials This personality type is 
characterized by a person who feels energized by 
being near people (extroverted), who focuses on 
facts and information rather than concepts and 
ideas (sensing), who uses logic and reason to make 
decisions, and who values planning and 
organization over dynamic and unplanned 
(judging)  (Owens, 2012). 

● The Commander - Extraverted, intuitive, thinking, 
and judging are its initials. This kind of personality 
is characterized by someone who is energized by 
social interaction (extroverted), prefers thoughts 
and conceptions to facts and information 
(intuitive), basing judgments on reason and logic 
(thinking), and likes to be planned and arranged as 
opposed to fluid and spontaneous (Judging)  
(Owens, 2012) 

● The Inspector - Its explains introverted, sensing, 
thinking, and judging. This personality type depicts 
someone who finds energy in solitude 

(Introverted), likes facts and details to ideas and 
hunches (Sensing), based their judgments on 
rationality and logic (Thinking), and values 
planning and organization above being impulsive 
and adaptable (Judging) (Owens, 2012) 

● The Doer - Extraverted, sensing, thinking, and 
perceiving is what it stands for. This personality 
type is characterized by extraversion (being 
energized by other people), sensing 
(concentrating on information and specifics rather 
than concepts and ideas), thinking (making 
choices based on reason and logic), and 
preference for spontaneity and flexibility over 
planned and organized behavior (Perceiving) 
(Owens, 2012). 

● The Idealist - Introversion, intuition, feeling, and 
perception make up this type. This is introverted, 
intuitive, feeling-based, and focused on ideas and 
concepts rather than details and facts. 
Additionally, they are more likely to be unplanned 
and flexible than organized and rigid 
(Perceiving)(Owens, 2012). 

Following Figure 3 shows the summary of the five 
personality types.

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3 personality types

Pre-processing 

Before putting the data into model training, through data 
pre-processing, the initial dataset is changed. into a useful 
and typical dataset to improve data quality and prevent dirty 
data. The pre-processing procedure entails ranking the 
attributes. The dataset consists of responses from 59999 
individuals to the questionnaire. The questionnaire included 
62 questions as attributes. As well as in original data set 

focused on 16 target variables as personality types. From 
these 62 original data sets the top 34 attributes are chosen 
after the attributes are ranked using the information gain 
ranking algorithm. From the 16 personality types selected 5 
personality types after studying those personality types. The 
5 major and common personality types were selected here. 
Based on those 5 personality types, 200 data were randomly 
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selected for each personality type. Finally, a total of 1000 
datasets were applied to the model. 

 
Classification 

Using the WEKA data mining tool, the classification process 
is applied to the pre-processed data set. The prediction 
model is constructed in order to identify personality traits. 
The algorithms such as Random Forest, Naive Bayes, 
Decision Tree (J48), Logistic, SVM, and MLP were all applied 
to the data set. The 5-fold and 10-fold cross-validation is 
used in order to validate of the classification model. 

● Random Forest - Using their average for 
classification and majority vote for regression, it 
constructs decision trees from various data. The 
Random Forest technique's capacity to handle 
data sets with both continuous variables, as in 
regression, and categorical variables, as in 
classification, is one of its most crucial aspects. 
(Sruthi, 2021). 

● Naïve Bayes - It is a classification method built on 
the Bayes Theorem and predictor independence. 
The premise behind a Naive Bayes classifier is that 
the presence of one feature in a class has no 
influence on the presence of any further features. 
The Naive Bayes model is a very useful tool for 
very large data sets and is simple to construct. 
Naive Bayes is well renowned for doing better 
than even the most sophisticated classification 
approaches, in addition to being simple. (Saini, 
2021b). 

● Decision Tree – A decision tree, where the internal 
node of the tree represents attributes and A class 
label relates to the leaf node.(Sharma, 2021). 

● Logistic - Can be applied to model a class or event's 
probability. When the result is binary or 
dichotomous and the data can be separated 
linearly, it is used. (Saini, 2021).  

● SVM - Each data point is represented as a point in 
n-dimensional space by the SVM method, and the 
value of each feature corresponds to the value of 
a certain coordinate. Simply explained, Support 

vectors are each observation's coordinates. (Ray, 
2017). 

● MLP - MLP needs several parameters to 
accommodate multidimensional input since it 
aims to recall patterns in sequential data. (Pillai, 
2020).  

● Ensemble Learning - By combining the predictions 
from different models, it is a comprehensive 
meta-machine learning technique that seeks to 
improve predictive performance. (Brownlee, 
2020) 

RESULTS & DISCUSSION 

The Kaggle secondary dataset (Kaggle, 2022), which contains 
data from 1000 people, provided the experimental data for 
this work. The five personality types are utilized to 
determine the personality. Utilizing the WEKA data mining 
tool, the system's performance had been assessed. It is 
proposed to employ accuracy, precision, recall, and f-
measure as assessment metrics and the lowest error rates 
are calculated using MAE (Mean Absolute Error) and RMSE 
(Root Mean Square Error).  

The processed dataset was split into 90% training and 10% 
test sets using 10-fold cross validation method. In addition, 
we obtained comparison between 5-fold cross validation 
with the 10- fold cross validation and compared five 
combination rules in ensemble learning algorithm. The test 
platform featured Microsoft Windows 10 on a computer 
with an Intel Core i5-8250U processor clocked at 1.60GHz 
and 4GB of RAM. 

Confusion Matrix 

The other evaluations were based on the confusion matrix 
results. The confusion matrix values for the seven machine 
learning techniques are shown in Table 2. 

Here, FP is the quantity of actual negative cases that the 
classifier divides into positive ones and FN is the quantity of 
actual positive instances that the classifier divides into 
negative ones. TP is the number of actual positive instances 
in a batch of data that the classifier has identified as positive 
cases, TN is the total number of actual negative cases that 
the classifier has classified as negative cases, and FP is the 
quantity of actual negative cases that the classifier divides 
into positive ones (sensors).

Table 2 Confusion matrix values 

Classification Algorithms Confusion Matrix 

TP FP FN TN 

Ensemble Learning 33 40 82 845 

SVM 81 87 119 713 

Naïve Bayes 84 90 134 692 

Random Forest 38 34 148 780 

Decision Tree 185 225 15 575 

Logistic 62 109 186 643 

MLP 90 98 108 704 

Accuracy of Classification Algorithms 

The accuracy of the classification algorithms on the 
identifying personality traits are observed and discussed in 

this section. Equation (1) illustrates the calculation of 
classification accuracy 

 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
                                  (1)
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Figure 4 lists outcomes for accuracy of the each and every classification algorithm. 

 

 
Figure 4 Accuracy of the algorithms 

Precision, Recall & F-measure Values 

The F1 score was also used to evaluate how accurate the 
classification model was. It took into account the 
classification model's precision and recall, This may be 
considered a harmonic average of the model's recall rate 
and accuracy.  

The following equations (2), (3), and (4) detail the 
computations for the metrics of precision, recall, and F-
measure for each of the seven methods. 

      𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑃𝑠

𝑃𝑥
                                                           (2) 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑃𝑠

𝑃𝑠𝑡𝑥
                                                                   (3) 

𝐹𝑚𝑒𝑎𝑠𝑢𝑟𝑒 =
2 ∗ 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
                             (4) 

Here, Pstx is the total number of relevant members that 
comprise the specified-cluster in the corpus, Px is the total 
number of members that comprise a specific cluster, and Ps 
is the total number of relevant members that comprise a 
particular cluster. 

Following Table 3 shows the evaluation results for seven 
classification algorithms.

Table 3. Evaluation results for precision, recall & f-measure 

Classification Algorithm Precision Recall F-measure 

Ensemble Learning 0.905 0.905 0.905 
Naïve Bayes 0.830 0.827 0.827 
SVM 0.885 0.885 0.885 
Random Forest 0.846 0.845 0.845 
Decision Tree (J48) 0.626 0.625 0.625 
Logistic 0.807 0.807 0.807 
MLP 0.836 0.836 0.836 

MAE & RMSE Error Values 

We determined the MAE and RMSE for each of the seven 
algorithms, as follows in (5) and (6). 

𝑀𝐴𝐸 =
1 

𝑇
 ∑  

𝑇

𝑥=1

| 𝑝𝑣𝑥 − 𝑀𝑣𝑥 |                               (5)            

𝑅𝑀𝑆𝐸 = √
1

𝑇
 ∑  

𝑇

𝑥=1

(𝑝𝑣𝑥 − 𝑀𝑣𝑥,)
2

                                      (6) 

Following Figure 5 and 6 shows the values for lowest error 
rates for seven classification algorithms.
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Figure 5 MAE values 

 
Figure 6 RMSE values 

5-fold Cross Validation vs 10-fold Cross Validation 

Both 5-fold cross validation and 10-fold cross validation 
were employed in our research experiment. Table 4 and 5  

display the accuracy, precision, recall and f-measure results 
for both cross validations. 

 

Table 4 Accuracy for 5-fold vs 10-fold cross validation 

Fold Ensemble Learning Algorithm Accuracy 
Test Data Training Data 

10 10% 90% 90.5 % 
5 20% 80% 85.8 % 

 
Table 5 Values for precision, recall & f-measure for 5-fold vs 10-fold cross validation 

Fold Ensemble Learning Algorithm Precision Recall F-measure 

Test Data Training Data 

10 10% 90% 0.905 0.905 0.905 
5 20% 80% 0.858 0.858 0.858 

Combination Rules of the Five Machine Learning 
Algorithms 

The five algorithms with highest accuracy are used for the 
ensemble learning method. Namely.  SVM, Random Forest, 

Naive Bayes, MLP and Logistic classification algorithms are 
used.  The accuracy results for each combination rule used 
in the Ensemble Learning algorithm are shown in Table 6. 
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Table 6 Accuracy of combination rules 

Combination Rules Accuracy 

Average of Probabilities 85.8% 

Product of Probabilities 67.2% 
Majority Voting 90.5% 
Minimum Probability 67.2% 
Maximum Probability 81.7% 

DISCUSSION 

We show and evaluate the classification algorithm findings 
on the issue of classifying personality traits. 10-fold cross-
validations were used throughout testing. From the 
individual algorithms, SVM had the highest accuracy of the 
six examined algorithms in the cross-validation testing, with 
an average accuracy of 88.5% as shown in Figure 4. In the 
second experiment, after combining five classification 
algorithms with highest accuracy, using the ensemble 
learning method whereby Vote algorithm performed the 
highest accuracy of 90.5% than SVM.  

Table 3 represented the performance metrics of the seven 
classification algorithms. This confirmed that the ensemble 
learning algorithm is the best classification algorithm, 
because, the precision (0.905), recall (0.905), and f-measure 
(0.905) values of the ensemble learning obtained the highest 
values. The lowest error rate (MAE – 0.021 & RMSE- 0.2055) 
was also obtained by the ensemble learning algorithm. 
Figures 5 and 6 illustrated it. Another experiment of this 
research is compared 10-fold cross-validation with 5-fold 
cross-validation. Table 4 and 5 shows the accuracy and 
performance matrix for cross-validation methods. From that 
10-fold cross-validation showed the highest accuracy and 
best performance matrix.  

The special feature of the Ensemble Learning algorithm is 
combination rules. In this study, we experimented with five 
combination rules in Table 6. From that majority voting 
combination rule performed best at 90.5%. When a model 
uses majority voting, it forecasts (votes), with the final 
forecast being the one it garnered a majority of the votes for 
each test case. (Demir, 2016). 

CONCLUSION 

This article is based on the information of personality 
behaviors and characteristics of the human. Our main 
objective is to determine and categorize people's 
personality traits in many sectors based on their behaviors. 
The main conclusion of this study is Ensemble Learning 
showed the best accuracy with the highest values for 
precision, recall, and f-measure using 10-fold cross-
validation. According to the evaluation results, the 
Ensemble Learning algorithm is the best way for predicting 
human behavior. It also demonstrates that combining such 
algorithms and generating predictive findings for future 
forecasts is more effective than using individual algorithms. 
After collecting information about a person, we can apply 
the collected data to this model. Then we can get an insight 
into which personality type he/she belongs to. That way, 
they will be able to identify their personality traits and 
choose fields related to them. They can create the 
environment they need for their career path as well as their 
life in society. Also, after studying another person, we can 
find out which personality type that person belongs to. 

We intend to explore this approach with deep learning 
techniques by increasing the size of the data set. And also, 
expected to enhance the personality data types and 
personality attributes for more evaluations.  
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