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This beautiful country was once known for its educational, economic and 
healthcare advancements, which makes other developing countries in the region 
envied. However, the recent growing economic crisis and skyrocketing inflation 
rates have brought about many threatening issues to every Sri Lankan. As a result, 
people’s lives are in crisis, and thus they are on the road forcing the government to 
stop the economic downturn so that people can get their lives back. Although there 
are a set of theoretical proposals available to overcome this substandard situation, 
experts in various fields are trying to explore innovative ideas to analyze the root 
causes and find solutions. As a responsible citizen of Sri Lanka, it is everyone’s re-
sponsibility to hold up and help out fellow citizens in whatever way possible.

In terms of Information Technology (IT) market in Sri Lanka; it is primarily known 
for outsourcing both knowledge and process, IT services and software develop-
ment. Sri Lanka’s IT industry is capable of creating over 200,000 jobs and it would 
be expected to earn over USD 5 billion in the year 2023. Sri Lanka has been recog-
nized within the first 50 countries as the most likable outsourcing destination by AT 
Kearney. Although the IT service sector has shown a steady growth in the past, tech 
start-ups have progressively gained attention in the last two years. While econo-
mists work towards finding the best possible solution for the current problem, as an 
IT personnel, our readers are also encouraged to be a part of the economic growth 
of the country.

As a strong contribution towards a better future, the Department of Computing 
and Information Systems is marking its second successful year with the support of 
esteemed readers. We proudly present a new issue of the ComSpective magazine 
featuring a set of technology articles written by well-known technology experts 
across the country. 

Thank you. 

Selvarajah Thuseethan
Editor-in-Chief
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every Issue of the Magazine,  spanning a broad range of computing 
disciplines.



of documents by finding the struc-
ture of words that appeared in doc-
uments through probability distri-
bution, distance or density-based 
similarity within matrix space. Figure 
1 illustrates the task of topic model-
ling where topic proportionality and 
assignment is identified according 
to included word structure of docu-
ments.

The origin of topic modelling 
runs back to year 2000 with the La-
tent Semantic Indexing (LSI) [1]. The 
basis for LSI-based topic model im-
plementation converts high-dimen-
sional, sparse word space to latent 
semantic space which reflects the 
topic space through Singular Value 
Decomposition (SVD)-based matrix 
factorization. Based on LSI, Probabil-
istic Latent Semantic Analysis (PLSA) 
[2] was proposed as a probabilistic 
topic model. However, Latent Dir-
ichlet Allocation (LDA) which is pro-
posed as a complete generative 
probabilistic model is the most pop-
ular in this field [3]. LDA models the 

Nowadays social media 
and other online platforms are 
heavily used by people in their so-
cial and commercial activities. Dif-
ferent social media platforms play 
an important role in facilitating the 
exchange of social views based on 
users' short-text communication. A 
massive number of short texts is 
generated every day on social media 
and web-based platforms in the 
forms of Tweets, news headlines, ad 
keywords, questions, answers, etc. 
Thus, retrieving information from 
short texts remains an important re-
search task.

Topic modelling is one of the 
most powerful techniques in text 
mining for latent topic discovery 
through finding relationships among 
terms, topics and text documents. It 
links documents that share the 
same topic structure in a collection 

contributions of different topics to a 
document by treating each topic as 
a probability distribution over words 
and thereby viewing a document as 
a probabilistic mixture of the associ-
ated topics. From that point, topic 
modelling research continued to 
boost and the LDA-based topic mod-
els exhibit outstanding performance 
in many studies.

After LSI, many methods are pro-
posed under the matrix factorization 
paradigm which maps higher-di-
mensional document-word matrix 
into lower-dimensional topic space. 
Among them, Non-negative matrix 
factorization (NMF) [4] which is pro-
posed in the late 90s, best suits text 
data due to natural non-negativity 
in text. Given a non-negative matrix 
V, NMF finds a low-rank approxima-
tion to V as a multiplication of two 
non-negative factor matrices W and 
H. i.e.: V ≈WH. This two factor matri-
ces, W and H can be viewed as the 
document-topic matrix and the top-
ic-term matrix respectively in topic 
modelling. 

Another paradigm in topic mod-
elling is embedding-based topic 
modelling and it addresses the lack 
of contextual information in (short) 
texts which resulted due to the 
fewer number of unique words in a 
document within the collection. Cur-
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Short Text Topic Modeling: Models and Trends

Figure 1: Topic modelling process

The writer is a Senior Lecturer at the University of Ruhuna.
She received the Ph.D. degree from QueenslandUniversity
of Technology and her research interests are data mining,

text clustering, outlier detection and cluster evolution. 

TECHNICAL ARTICLE

Dr Wathsala Mohotti (wathsala@dcs.ruh.ac.lk), University of Ruhuna



rently, several variations of text min-
ing methods incorporated word em-
bedding-based assistance to pro-
pose improved topic models.

Although there exists a myriad of 
topic modelling techniques that 
work well for traditional document 
collections, they are impaired in 
handling short texts. Specifically, a 
higher number of terms appear in  
the document-term matrix and as-
sociated sparseness lead to issues [5] 
in them to discover latent thematic 
structure in collections of texts. In 
short-text, where the length of the 
text vectors are relatively short and 
lead to extreme sparseness, stand-
ard dimensional reduction-based 
methods such as matrix factoriza-
tion, probabilistic methods and tra-
ditional word embedding-based 
methods used in topic modelling 
show inaccurate outcome. 

References

[1]   C. H. Papadimitriou, P. Raghavan, H. 
Tamaki, and S. Vempala, "Latent seman-
tic indexing: A probabilistic analysis," 
Journal of Computer and System Scienc-
es, vol. 61, no. 2, pp. 217-235, 2000.

[2] T. Hofmann, "Unsupervised learning 
by probabilistic latent semantic analy-
sis," Machine learning, vol. 42, no. 1, pp. 
177-196, 2001.

[3]  D. M. Blei, A. Y. Ng, and M. I. Jordan, 
"Latent dirichlet allocation," the Journal 
of machine Learning research, vol. 3, pp. 
993-1022, 2003.

[4] D. D. Lee and H. S. Seung, "Learning 
the parts of objects by non-negative ma-
trix factorization," Nature, vol. 401, no. 
6755, pp. 788-791, 1999.

[5]  C. T. Zheng, C. Liu, and H. San Wong, 
"Corpus-based topic diffusion for short 
text clustering," Neurocomputing, vol. 
275, pp. 2444-2458, 2018.

CIS | ComSpective Page 02

PROFESSIONAL DEVELOPMENT

Recent research work in topic 
modelling for short text-domain in-
cludes document expansion-based 
topic modelling, deep neural word 
embedding-based topic modelling 
and matrix factorization with differ-
ent assistance to overcome the lim-
ited length and lack of context in 
short text data. Additionally, short 
text topic modelling is challenged by 
the required additional pre-pro-
cessing that go beyond standard 
stop word removal, stemming/lem-
matizing and high/low document 
frequency filtering. The short text re-
quires emoji removal, URL removal, 
username replacement, and punctu-
ation removal due to the unstruc-
tured nature of the text. To cater to 
some of these requirements there 
exist designated packages designed 
for certain social media such as 
TweetNLP for the Twitter platform.

Team Origins from the Department of Computing and 
Information Systems has won the place of 1st Runners Up at 
the MadHack - Mobile Application Development Organised 
by University of Colombo - School of Computing. It was held 
on 15th of August 2021.

Congratulations!
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udies. Main types of molecular diag-
nostics include phenotype studies 
of the patients using these molecu-
lar data, biomarker identification, 
drug target prediction, sequence de-
termination, protein structure pre-
diction, functional annotation and 
differently expressed genes or 
bridging the gap between different 
molecular data, if possible. 

Even though we are using emerg-
ing technologies for these measure-
ments, the main challenge of these 
biological data is the bias in meas-
urement. This is the big challenge 
while handling these data and bio-
logical replicates during the experi-
ment are used to overcome this 
issue along with some significant 
measures such as the p-value, 
q-value and false discovery rate 
(FDR). 

Apart from this challenge, the 
huge amount of information or data 
generated here, storing them and 
processing them is another chal-
lenge in this area. Bioinformatics or 
computational biology gives solu-
tion to this problem by providing 
different algorithms and methods. 
Further, advances in computing 
power and capacity assist us in the 
successful processing of these data.

Simply, bioinformatics is the 
combination of biology with compu-

Current advancements in 
technologies allow us to measure 
biological data in a vast range, which 
leads to molecular base studies in 
biology. Most of the biological ques-
tions are nowadays answered based 
on molecular level. These molecular 
data varies in many directions in-
cluding, genome data, transcriptome 
data, methylation data, exon data, 
miRNA data, protein data, copy num-
ber data, mutation data and protein 
data. These data can be measured in 
three different levels, genome level, 
transcriptome level and translation 
level.

All of these data can be meas-
ured in different forms such as the 
sequence or quantity of the expres-
sion level, and available for biologi-
cal researches. Structure or 3-D 
structure of few molecular data also 
vastly measured and used in the st-

ter tools to organize, understand, 
study, process and store the biologi-
cal data. Main goals of bioinformat-
ics are organize the data to be used 
by other researchers, develop algo-
rithms and tools to analyse this data 
and use those developed tools in 
the data analysis to unravel the hid-
den biological truths. 

There are dedicated databases to 
organize and store these bulk data 
in order to be used by the research-
ers. These curated data repositories 
can be differentiated in terms of the 
disease (different data for the same 
disease), functional databases or 
molecular data (particular data for 
different diseases). GenBank at the 
National Center for Biotechnology 
Information (NCBI), The Cancer Ge-
nome Atlas (TCGA), European Molec-
ular Biology Laboratory (EMBL), 
Swiss-Prot/UniProtKB and PRIDE 
(PRotein IDEntification database) 
are few of such data repositories 
keep varieties of biological data free 
for any researchers.

Moreover, there are dedicated al-
gorithms for analyzing these data. 
Dot-matrix methods, dynamic pro-
gramming, consensus methods, ge-
netic algorithms and hidden Markov 
model (HMM) can be used in the se-
quence analysis. Needle-
man-Wunsch, Smith- Waterman, FA-

Bioinformatics: An overview and its applications

The writer is  a Senior Lecturer at the University of Jaffna.
She received the Ph.D. degree from the University of

Southampton and her research interestsinclude
machine learning and bioinformatics. 

Dr Pratheeba Jeyananthan (pratheeba@eng.jfn.ac.lk), University of Jaffna
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STA and BLAST algorithms are few 
well-known specific algorithms used 
in Bioinformatics. This sequence 
analysis can be useful in comparing 
either multiple nucleotide sequenc-
es (DNA or RNA) or amino acids 
(peptides or proteins). It helps to 
study the evolutionary relationship 
between organisms or individuals, 
whole genome analysis or study the 
similarities and differences between 
multiple protein structures. 

Another important aspect of bio-
informatics is, molecular data used 
in biological studies. Measured ex-
pression level of different molecular 
data can be used in many studies 
which is collectively called as omic 
study. Each and every omic data can 
be measured using different tech-
nologies. For example, micro array, 
high throughput sequencing and 
single cell measurement are three 
famous techniques used in tran-
scriptome measurements. Methyla-
tion 27K and 450K are two different 
methylation measures. These omic 
scale data can be used to find out 
the biomarker genes of a particular 
disease, drug target genes and espe-
cially a set of genes with the ability 
to predict the possibilities of a par-
ticular disease in a person.

0.45). Therefore, researches are 
going on to bridging the gap be-
tween these two levels by including 
related factors (features influencing 
on translation) in a prediction 
model along with transcriptome 
data to predict the protein level.

There are much more interesting 
topics in bioinformatics. Currently, 
this field is very popular as it solves 
many important biological prob-
lems. As both biology and computer 
are two crucial fields of the current 
world, computational biology has a 
high impact on the current and fu-
ture researches.
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Another important study in this 
line is finding out the differently ex-
pressed genes between two sets of 
people (may be healthy individuals 
and people with some particular 
disease) and study on those select-
ed genes. This study is called as 
gene ontology (GO) analysis. This GO 
analysis reveals the functions and 
pathways related to given set of 
genes. These GO terms can explain 
the relationship between the select-
ed genes and the disease. There are 
dedicated software for this analysis.

 Another important direction in 
this area is bridging the gap be-
tween the molecular levels.

For example transcriptome data 
and proteome data. As per biological 
definition, the mRNAs (type of tran-
scriptome) are translated into pro-
tein. Hence, one can hypothesize 
that there is a correlation between 
transcriptome and proteome. Also 
measuring the proteome data is 
comparably harder and expensive 
than measuring the transcriptome 
data. Hence, researchers tried to use 
the transcriptome data as the proxy 
to predict the proteome data. How-
ever, studies show that correlation 
between transcriptome and pro-
teome is very low (nearly equal to 

Congratulations!
         

Congratulations!
         Winners of hackX 2021

LES PIRATES SABRA
The team Les Pirates Sabra from the Department of Computing an
Information Systems has won the 1st place at the HackX 2021 Organized by
University of Kelaniya.

Charith De Silva Sarasi Kulasooriya

Dewni Samarakoon Prabharashmi Edirisooriya

Ishan Jayaweera
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It was in 2011, I joined the Bachelor of Science in Computing and 
Information Systems degree program as the 4th batch of the depart-
ment. One year later, we saw the first batch of the department entering 
the industry as fresh graduates. That was the initial assessment of the 
degree program quality which was welcomed by 100% employment 
rate.

There were multiple factors involved together to achieve the popu-
larity the department has so far. Main factor is the up-to-date curricu-
lum & revisions, the curriculum went through past years. This made the 
CIS graduates stand along shoulder to shoulder with other major uni-
versities.

Even though Sabaragamuwa university is not within a couple of 
hours reach from the capital, the internet narrows the distance. The 
labs & free internet facilities in the department make it even easier. 
Personally, those facilities helped me a lot to do self-studies over the 
4 years.

Apart from the curriculum, there are many opportunities an under-
graduate of CIS gets to showcase their skills. Personally, for me attend-
ing IT exhibitions representing the department helped to take a huge 
leap in my academics & career. The students of the department are at-
tending all sorts of programming competitions locally and internation-
ally and manage to take top ranks. Not only attending the competi-
tions, but the department also organizes our very own hackathon & 
invites all universities.

For the first few years the department was a young competitor 
among several well-established ones. But every year it managed to 
widen the popularity through various career paths. There are CIS alum-
ni members taking the department flag higher from Software Engineer-
ing to upper management in Sri Lanka & globally.

With the pandemic the IT industry is moving towards remote first 
globally. It proves the IT industry is very dynamic, the place you are lo-
cated hardly makes any difference to your performances. Locating not 
close to the capital hardly makes any difference to the graduates of the 
department of Computing and Information Systems. As far as having a 
good academic staff to guide you & internet connection will level you 
with any university in the world. Programming while having a mountain 
range view is not something every university can offer.

Contributing to the IT industry for over a decade
Mr Dilum Navanjana  (dilumnavanjana@gmail.com), received the BSc. degree from Sabarag-
amuwa University of Sri Lanka. He is currently a Lead Software Engineer at Shypple, Netherlands 
and his expertise includes web development using Ruby programming language, JavaScript, 
TypeScript and Elixir, Computer Vision, Deep Learning, Machine Learning, Pattern Recognition, 
Signal Processing, and Visual Object Classification. 

ALUMINI
VIEWS



JavaScript (JS) is a computer 
language used largely by Web 
browsers to create a dynamic and 
interactive website. It gives a great 
user experience. Most of the func-
tions and applications that make 
use of the internet in modern life 
are coded in some versions of JS. So, 
let’s get an understanding of how a 
basic JS code executes inside the JS 
runtime environment.

In order to have a better under-
standing of how the JS code is exe-
cuted, a small example code will be 
utilized as shown in Figure 1.

First, everything in JS executes in-
side the Global Executing Context 
(GEC). Let us see how this GEC is cre-
ated with the help of JS code.

When the JS code executes inside 
the JS engine, it will create the GEC. 
This GEC has two main components, 
which are (i) memory and (ii) code. 
Moreover, this is created in two 
phases, which are known as (i) mem-
ory creation and (ii) code execution.

Let us see how the memory crea-
tion phase works.

In memory creation, GEC allo-
cates memory for every function and 
variable. However, for the variable 
initial value will be undefined, not 
like variables, functions keep 
everything inside the function. Fig-
ure 4 illustrates the initial GEC.

Then the code execution phase 
begins. Now JS again runs the whole 
code line by line. We will clearly see 
what happens line by line for the ex-
ample shown in Figure 1. When JS ex-
ecutes the first line of the code, the 
“n” value will be replaced with the 
undefined “n” inside the memory. 
Then, with its function, at this mo-
ment, line two is not executed. So, it 
will move to line number six. Then 
the most amazing part happens, 
Function Invocation. When JS exe-
cutes this line, the brand-new EC is 
created as shown in Figure 3.

CIS | ComSpective

How is the JavaScript code executed?

Mr Dilshan Fernando is a 4th year undergraduate at the
Department of Computing and Information Systems,

Faculty of Applied Sciences,Sabaragamuwa
University of Sri Lanka

Mr. K. Banujan is a Lecturer(Probationary) at the Sabaragamuwa 
University of Sri Lanka. He received the BSc. (Special) in

Computing and Information System from Sabaragamuwa
Universit of Sri Lanka and his Data Mining,

Knowledge Management, Ontology
Modeling, Business ProcessSimulation.

TECHNOLOGIES & TRENDS

Mr Dilshan Fernando (hdilshan.fernando11@gmail.com) and Mr Banujan Kuhaneshwaran,  Sabaragamuwa University 
of Sri Lanka

Figure 1: Sample JS Code

Figure 2: Initial GEC

Figure 3: Brand new EC
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Now, only code that exists inside 
the function will be executed.

So, JS allocates the memory for 
the number and answer variable 
and as before, the value will be un-
defined. The JS re-executes the code 
(which is inside the function).

Now, the “n” variable already has 
a value that equals 3. Then GEC up-
dates the answer from undefined to 
6. Updated EC looks like as shown in 
Figure 4.

Then JS reaches line number 4, 
which is the end of the multiply-
ByTwo function. When the function 
reaches the return keyword, JS re-
turns and ends the function execu-
tion from that point. This return key-
word states that return of the contr-

Now that you’ve learned a bit 
more about the execution process of 
JS code inside the environment of JS 
with this simple example of code.
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ol of the program to the place where 
the function was invoked. After re-
turning value 6, it will update the an-
swerOne memory value.

Then the next amazing thing hap-
pens. The whole GEC, which is the in 
stance of the function will be delet-
ed. Now GEC looks like as shown in 
Figure 5.

Then JS reaches line number 7. 
The same thing happens as hap-
pened in line number 6. The only dif-
ference between Line 6 and Line 7 is 
that there is no value assigned in 
Line 6 and there is a value assigned 
in Line 7. Once after executing line 
number 7, it looks like as shown in 
Figure 6.

Figure 6: Final stage in GEC

Figure 4: Replace undefines

Figure 5: Instance of Function Deleted

��������������������������������
������
	�����

Merit Award
�������������������������������������������������������������
�������������
���
���
�	�������

�������	�����������
���������������������������������

���������������������������
�����������������������������������������������������������������������

	����������������
���������������������
����
��� ����������­�������������­
����������������������

����������	��������������������
�������������������������������	�����
������������
�����������������

	����������������������������������­��
��� ���
����������������������­���� ��������������	��������

������������

�

��������������������������������������������
������������������
���������������������

	�
������������������
����
����������������������
�����������������������	����
����������������

�����������
�������������
�������������������� ��������������������������������������������������

��������������������



ed Data abstraction and hierarchy in 
1988. It is built on the notion of "sub-
stitutability". Robert C Martin, fa-
mously known as “Uncle Bob” in the 
2000 paper “Design Principles and 
Design Patterns” in which he formal-
ly introduced SOLID principles, 
added Liskov substitution principle 
(L of SOLID) as one of the software 
development principles aimed at 
making software designs more intel-
ligible, adaptable, and maintainable.

Definition - Barbara Liskov intro-
duced the principle as follows in the 
1994 paper co-authored with Jean-
nette Wing:

Let ϕ(x) be a property provable 
about objects x of type T. Then ϕ(y) 
should be true for objects y of type S 
where S is a subtype of T.

Rules and Violations - Liskov substi-
tution principle states that you 
should build your classes in such a 
way that client dependencies may 
be replaced with subclasses without 
the client being aware of the change. 
As a result, all subclasses must be-
have in the same way as their base 
classes. The subclass's functionality 
may change, but it must adhere to 
the intended behaviour of the origi-
nal class. To be a real behavioural 
subtype, the subclass must not only 
implement the methods and attrib-
utes of the parent class, but also co-

Behavioural subtyping is an 
object-oriented programming prin-
ciple that subclasses should satisfy 
the expectations of clients accessing 
subclass objects through references 
of superclass type, not just in terms 
of syntactic safety (such as the ab-
sence of "method-not-found" er-
rors), but also in terms of behaviour-
al correctness. Properties that 
clients may show using the specifi-
cation of an object's supposed type, 
for example, should hold even if the 
object is a member of a subtype of 
that type.

The Liskov substitution principle 
(LSP) is a specific formulation strong 
behavioural subtyping, which was 
first described by the infamous 
American Computer scientist Bar-
bara Liskov in a keynote lecture titl-

mply with its indicated behaviour. 
This necessitates adherence to a 
number of rules.

Rule of Contravariance and Covari-
ance - This rule states that there 
should be contravariance between 
the base class's method parameters 
and the corresponding parameters 
in subclasses. This means that argu-
ments in subclasses must be either 
the same kinds as those in the base 
class or less restrictive. Similarly, 
method return values in the base 
class and its subclasses must be co-
variant. This indicates that the re-
turn types of the subclass must be 
the same as, or more restricted than, 
the return types of the base class.

Rule of Conditions - This rule talks 
about pre and post conditions. A 
precondition is always meetings re-
quirements before a method is 
called to ensure the call is success-
ful. For example, in to call a method 
to find square root of a given num-
ber, which is passed to the method 
as an argument, the number must 
always be a positive integer. 

Postconditions explain the status 
of objects following the completion 
of a procedure. For example, after 
performing a data streaming opera-
tion via network sockets, the socket 
must be closed. According to the LSP
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, a base class's preconditions cannot 
be strengthened by a subclass, and 
postconditions cannot be weakened 
in subclasses.

Rule of Invariants - An invariant is a 
logical assertion of a process that is 
true before it starts and stays true 
after it finishes. A class, for example, 
may have a method that reads text 
from a file. For example, if a method 
reads data from network stream, the 
invariant may be that the content 
over the network is not open before 
or after the method call.  The invari-
ants of a base class must not be 
modified by a subclass in order to 
conform with the LSP.

History Rule - History constraint (or 
the history rule) prohibits the intro-
duction of methods in subtypes 
which may allow state changes in 
the subtype that are not permissible 
in the supertype. For example, if ba-

Liskov substitution principle. In this 
example we are going to implement 
a decorator pattern for Cars, imple-
menting a base interface Vehicle. 
With this implementation we can 
decorate any substitutable type of 
Vehicle. 

C# implementation of decorator 
pattern adhering to the Liskov sub-
stitution is available here: 
https://dotnetfiddle.net/rKMkKU  
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se class is defined with a capability 
to read network chunks of a fixed 
size, the subclass, should not have a 
method which modifies the fixed 
size in the base class.

Rule of Exceptions - Liskov substitu-
tion principle also prohibits the ex-
ception throwals by the subclass un-
less if the same exception happens 
in the base class. An example of 
such exception is Square subtype 
from Rectangle super type (is-a rela-
tionship: Square is-a Rectangle) 
where getWidth() method throws ex-
ception or a not implemented ex-
ception since all four sides of the 
square are equal and the value can 
be retrieved through getLength() 
method. This is a violation of the 
Liskov substitution principle. 

Decorator Pattern Implementation - 
GoF Decorator pattern is one way to 
implement a program not violating 

Figure 1: Decorator pattern for Cars

6thInternational Conference on Information Technology Research (ICITR 2021)

Novel Approach for Load Balancing in Mobile Cloud Computing

����������������

6th International Conference on Information Technology Research 
(ICITR 2021) Best Paper Award for the ‘Internet of Things & 
Robotics Track’ has been awarded to Isuru Ranapana , the paper 
titled “Novel Approach for Load Balancing in Mobile Cloud 
Computing”
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genres too which can be categorized 
with respect to the region, country 
and the culture [1].

Musical genres, as explained by 
the Italian musician Franco Fabbri, 
are the conventional categories that 
determine the nature of a musical 
piece, whether it belongs to a shared 
culture, tradition or a set of conven-
tions. Musical genres play a major 
role in the music industry. Every art-
ist, build up his/her career within a 
genre and the music enthusiasts' 
preferences are based on genres. 
Also, musical awards and apprecia-
tions are based on genres. Hence, 
determining the correct genre that a 
music belongs to is a vital activity in 
music industry. According to experts, 
determining musical genres is highly 
subjective and biased. Different in-
dividual categorizes genres differ-
ently, creating a contrastive ambigu-
ity.

As determining musical genre is 
crucial, yet challenging, it is worthy 
to research for automatic means of 
musical genre identification. As 
technology: musical composition 
tools, online music streaming appli-
cations is involved with music indus-
try, musical data are abundantly ex-
isted and piled up at data 
repositories. The Music Information 
Retrieval (MIR) is the concept which 
can be adopted to scrape the music 
data from particular data repositori-

Music is claiming to be 
the essence of life. Anything having 
a rhythm is a source to music: Living 
things breathing, resonances of 
non-living things influence music. 
Music is an aesthetic component, yet 
scientifically proven. According to 
science, music is the systematic 
study of sound creation which ana-
lyze patterns pertaining to eliciting 
motion of sound waves. Music has 
evolved since the human evolution 
and is currently using more techno-
logically advanced methodologies of 
composing, editing and rendering. 
Moreover, music has approached to 
numerous varieties which are 
termed as genres. Classical, Country, 
Electronic Dance Music (EDM), 
Hip-hop, Rock, Jazz, Metal, Pop, Rap, 
Rhythm and Blues, Techno are such 
genres, but yet there are many other 

es. Furthermore, the wave signature 
of music, is another fruitful source 
of data, hence wave format can be 
analyzed and extract data pertaining 
to a particular music[2]. The under-
lying genre identification criteria is 
built upon the waveform of music. 
Different features of music wave for-
mat: tempo, beats, chroma shift, 
spectral centroid, spectral band-
width, roll off, zero crossing rate, 
Mel-frequency Cepstrum Coeffi-
cients (MFCCs) can be used to deter-
mine and identify the musical genre 
that a particular music belongs to.

With MIR, Data Mining and Ma-
chine Learning techniques can be 
adopted to automatically determine 
the genre of a music. Many research-
es have been carried out by numer-
ous researches, concentrating on 
genre identification, but yet couldn’t 
achieve 100% accuracy. The best ac-
curacy yielded was 99% on 10 genres 
where Data Mining and Machine 
Learning model consists of a corre-
lation analysis for feature engineer-
ing and XGBoost algorithm for clas-
sification model.

In today’s world, music and data 
aren’t two domains. Music and data 
go hand-in-hand as musical data 
can be used to genre identification 
and classification. Furthermore, 
identifying musical genre using mu-
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sic data, opens up opportunities to 
automatically analyze music popu-
larity, similar artist identification, 
similar music identification, digital 
music plagiarism, fan-based music 
segmentations, music performance 
tours and etc. Moreover, the re-
search can be extrapolated and ex-
tended to many multidisciplinary a-

References

[1]  C. McKay and I. Fujinaga, “Musical 
genre classification: Is it worth pursuing 
and how can it be improved?,” ISMIR 2006 
- 7th International Conference on Music 
Information Retrieval, no. January 2006, 
pp. 101–106, 2006.

[2]   C. Inskip, “Music information retriev-
al research,” Innovations in Information 
Retrieval, pp. 69–84, 2018, doi: 
10.29085/9781856049733.006.
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spects, such as identifying potential 
listener groups for direct marketing 
in music industry, making sugges-
tions on artist collaborations on 
composing music, identifying hu-
man/primate psychological simula-
tion with respect to music genres 
and many other possibilities.
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The 2nd International Conference on Advanced 
Research in Computing - ICARC 2022 organized by the De-
partment of Computing and Information Systems, Faculty 
of Applied Sciences, Sabaragamuwa University of Sri 
Lanka was successfully held on 23rd and 24th February 
2022. In an era of technology transformation where digi-
tal solutions play a critical role in the successful execu-
tion of activities in all spheres, the conference this year 
was held under the theme “Towards a Digitally Empow-
ered Society”. The Inauguration Ceremony was held at 
the Faculty of Geomatics Auditorium with the graceful 
presence of Professor R.M.U.S.K. Rathnayake, the Vice 
Chancellor of Sabaragamuwa University of Sri Lanka and 
the Guest of Honour Professor Pradeep Abeygunawadha-
na, the Chair of the IEEE Sri Lanka Section for the Year 
2022. Various other distinguished guests including aca-
demics, industry professionals, and well-wishers were 
present at the ceremony. The Technical Sessions were 
held virtually at the Faculty of Applied Sciences due to 
the current health concerns.

The Department of Computing and Information Sys-
tems takes pride in remarking that ICARC 2022 was tech-
nically co-sponsored by the IEEE Sri Lanka Section, IEEE

Computer Society of Sri Lanka, and the Sri Lankan Chap-
ter of IEEE Communications Society, with the papers pub-
lished in IEEE Xplore Digital Library. The conference was 
also recognized by the IEEE Women in Engineering (WIE) 
Sri Lanka Section. Since its debut in 2021, ICARC has at-
tracted a lot of interest for the broad breadth and excel-
lent quality of research papers it has received.

Sixty eight full papers received both locally and inter-
nationally were presented this year under nine tracks 
namely;

Artificial Intelligence and Machine Learning (28)

Data Science and Applications (05)

Parallel and Distributed Computing (04)

Software Engineering (03)

Knowledge Management & Information Systems (04)

Human-Computer Interaction & Computer Vision (06)

Technology-enhanced Learning and Teaching (05)

Industry Research and Development (06)

Open Track (07)

 2nd International Conference on Advanced Research in Computing
ICARC 2022

Composed by Dr Sugeswari Lekamge (slekamge@appsc.sab.ac.lk), and Ms Subodhi Wasalthilake
 (subodhi@appsc.sab.ac.lk), Sabaragamuwa University of Sri Lanka
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This year's conference was a collective effort empow-
ered by a group of distinguished academics and profes-

sionals who served in the Advisory Panel, the Organizing 
Committee, and the Technical Program Committee that 
were represented by members from around the world. 

The conference brought together eminent keynote 
speakers, plenary speakers, and special guest speakers 
composed of intellectuals, professionals, and entrepre-
neurs all on one platform, allowing the attendees to dis-
cuss recent innovations, technologies, and trends in a va-
riety of computing disciplines. A keynote address on 
AI-based Video Analytics was delivered by Assoc. Prof. 
(Dr) Supavadee Aramvit from the Department of Electri-
cal Engineering, Chulalongkorn University, Thailand, who 
is the IEEE Asia Pacific (Region 10) Director-Elect 
2021-2022. A keynote address was also delivered on De-
veloping Countermeasures to Protect People from Phish-
ing Attacks in the Organizational Context   by Dr Nalin 
Asanka, Assistant Professor in Cyber Security and Privacy 
from School of Computer Science, University of Auckland, 
New Zealand. Furthermore, a special guest speech was 
delivered by Ms Kasturi Chellaraja Wilson, Director/CEO, 
Hemas Holdings PLC., inspiring the female undergradu-
ates and attendees on how to take up leadership roles, 
through illuminating experiences and challenges in her 
career path.

ICARC 2022 also featured a number of pre-conference 
workshops and tutorials organized with the aim of en-
hancing knowledge and understanding of the partici-
pants, fostering collaborations, and especially to aspire 
for tomorrow's computing professionals. Computer vi-
sion, intelligent chatbots, and robot operating systems 
were all covered in the workshops. Legal aspects of IT, 
software defined networks for cloud architectures, and 
protein interaction network analysis were among the 
topics covered in the tutorials. Realizing the pledge of 
IEEE WIE to work towards gender-diversified panels at all 
IEEE meetings, conferences, and events, the WIE Affinity 
Group of SUSL organized a panel discussion on Social En-
trepreneurship and Women Empowerment in parallel to 
ICARC 2022.

The conference this year along with the contribution 
of SUSL towards a digitally empowered society was a dy-
namic and productive experience for all the attendees 
and we hope that ICARC 2023 would be even better with 
your participation and collaboration.



CIS | ComSpective Page 14

PROFESSIONAL DEVELOPMENT

 TPC Members of the conference

Technical Program Chair

Artificial Intelligence and Machine Learning Track

Data Science and Applications Track

Parallel and Distributed Computing Track

Human-Computer Interaction and Computer Vision Track

Prof S. Vasanthapriyan
Sabaragamuwa University of Sri Lanka

Dr Lochandaka Ranatunga
University of Moratuwa (Chair)

Prof B.T.G.S. Kumara
Sabaragamuwa University of Sri Lanka

(Co-Chair)

Dr Chathura Rajapaksha
University of Kelaniya (Chair)

Dr Chathura Rajapaksha
University of Kelaniya (Chair)

Prof R.M.K.T. Rathnayake
Sabaragamuwa University of Sri Lanka

(Co-Chair)

Dr Windhya Rankothge
Sri Lanka Institute of Information

Technology (Chair)

Dr K.P.N. Jayasena
Sabaragamuwa University of Sri Lanka

(Co-Chair)

Dr Kasun Karunanayake
University of Colombo School

of Computing (Chair)

Mr R.L. Dangalla
Sabaragamuwa University of Sri Lanka

(Co-Chair)

Knowledge Management and Information Systems Track

Dr Chathura Rajapaksha
University of Kelaniya (Chair)

Prof Lasith Gunawardene
University of Sri Jayewardenepura

(Chair)

Dr Thilini Bhagya
Massey University, New Zealand

(Co-Chair)



CIS | ComSpective Page 15

PROFESSIONAL DEVELOPMENT

 TPC Members of the conference

Software Engineering Track

Industry R&D Track

Technology-enhanced learning and teaching Track

General/Open Track

Dr Jayalath Ekanayaka
Uva Wellassa University of Sri Lanka

(Chair)

Dr Hiruni Rupasinghe
Sabaragamuwa University of Sri Lanka

(Co-Chair)

Ms Heshani Mahalaksha
 Electrical Engineer at Ceylon

Electricity Board (Chair)

Dr Chathura Rajapaksha
University of Kelaniya (Chair)

Ms Subodhi Wasalthilake
Sabaragamuwa University of Sri Lanka

(Co-Chair)

Prof Pradeep Abeygunawardhane
Sri Lanka Institute of Information

Technology (Chair)

Prof Prasad Jayaweera
University of Sri Jayewardenepura

(Co-Chair)

Dr L.P. Kalansooriya
General Sir John Kotelawala Defence

University (Chair)

Dr L.S. Lekamge
Sabaragamuwa University of Sri Lanka

(Co-Chair)



ying, sitting with different orienta-
tions), background variations (water, 
sky, sands, etc.), colour intensity var-
iations because they are taken at 
different times of the day like morn-
ing, evening etc.), class imbalances 
between species and difference be-
tween male and female birds’ ap-
pearance. Males typical are far more 
diversely coloured while the females 
of a species are typically bland. Con-
sequently, male and female images 
may look entirely different. To ad-
dress mentioned deficiencies in 
bird’s classifications, CNN is well 
trained to detect the features of ob-
jects, hence CNNs are very powerful 
for the analysis of images and work 
well for high dimensions.

The whole research work has 
been done using CNN (native archi-
tecture as considering baseline 
model) and pre-trained CNN models 
(Transfer Learning) namely 
RESTNet-50, MobileNet and VGG16. 
All the models are trained by 54000 
images and tested and validated by 
4000 images and size of 224x224x3. 
Among all the discussed models, the 
MobileNet model exhibits the best 
performance in terms of various in-
dicators such as F1 score, precision, 
recall, and accuracy (94%). The train-
ing times of all networks used in the 
training and testing phase were 
tracked, and the duration of all net-
works was calculated for 50 epochs 
to make an accurate comparison in 

Due to climate changes, 
many species of birds migrated to 
different regions. To protect them, 
we must first identify the species to 
which they belong and the special 
care that should be taken for their 
survival. According to the literature, 
Convolutional Neural Network (CNN) 
has made a massive contribution to 
image classifications.

Identifying the species of a bird 
from an image is a challenging task 
as it requires techniques such as 
image processing, CNN knowledge, 
domain expertise and needs high 
computational resources. Bird spe-
cies identification can be challeng-
ing for humans as well, let alone 
computer vision algorithms.

The bird classification addresses 
the following challengeable key 
areas: various poses of birds (like fl-

terms of time consumption. 

All training and testing stages’ 
time costs were calculated on a sys-
tem using the GPU enabled comput-
ing system (NVidia GTX 1080 – 4 GB 
RAM), 16 GB RAM, I7 processors, and 
the Tensor Flow-based and Keras li-
brary. I present my best from scratch 
convolution model, the VGG16 model 
after a few iterations and MobileNet 
(which performed much better) and 
the SGD optimizer did better than 
ADAM. Further, we can use the trans-
fer learning-based approach by re-
moving the final layer classifier and 
using the extracted feature outputs 
as input into a new classifier (cus-
tom layered CNN classifier) to learn 
micro-level features, reduce training 
time, and enhance precision.

Keywords: Birds Species Classification, 
Deep Learning, Convolutional Neural 
Networks (CNN).
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Bird Species classifier using Convolutional Neural Networks.
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The Society of Computer Science (SOCS) is an active society under the Department of Computing and Infor-
mation Systems that is continuously devoted to uplifting the awareness of Information Technology of almost every 
student at Sabaragamuwa University of Sri Lanka. As well, there are other objectives which have been met by the 
SOCS in recent years, including fulfilling human and technical requirements of Information Technology in the Univer-
sity and organizing Information Technological events in the University.

Fortnight Meetup

Fortnight Meetup is an event organized by the Department of Computing and Information Systems of the Sabar-
agamuwa University of Sri Lanka in collaboration with the SOCS and IEEE. The meetings would be conducted once a 
fortnight by the Department of Computing &amp; Information Systems with the utmost objective of enhancing the 
bond among the Undergraduates of the Department. The event focuses on uplifting the technological awareness 
among the Undergraduates, developing the soft skills and strengthening the relationship between one another. Fol-
lowing are a few editions of the programme held on past occasions.

The 22nd Fortnight Meetup was successfully hosted on the 30 
th of April 2021. It was basically based on two presentations on 
the subject areas of “The Beauty of Blockchains” and “An Initial 
Exploration to Devops”, presented respectively by the speakers 
Harshana Saparamadu and Abisheth Varman, Undergraduates of 
the Department of Computing and Information Systems. The ses-
sion was hosted by Thilini Anuradha.Winners of MadHack2021 
Runners Up - Team OriginsWinners of MadHack2021 Runners Up 
- Team Origins

The 23rd Edition of the Fortnight Meetup was held on the 4 th 
of June 2021. The speakers were Ashen Iranga and Fathima Azha. 
The session was conducted by the speakers and the session was 
hosted by Pramith Wijethunga. The presentations were based on 
the topics “What is AI, ML, DL? conducted by Ashen Iranga and 
“Learn LEAN Methodology and Get in Demand” conducted by 
Fathima Azha.

Harshana Saparamadu
The Beauty of Blockchains
(3rd Year)

 The Society of computer Science  (SOCS)

FORTNIGHT MEETUP - 22nd Edition

FORTNIGHT MEETUP - 23rd Edition

Speaker

Abiseth Varman
An Initial Exploration to Devops
(2nd Year)

Speaker

Thilini Anuradha
(2nd Year)

Hosted by

Ashen Iranga
What is AI, ML, DL?
(2nd Year)

Fathima Asha
Learn Lean Methodology & Get in Diamond
(3rd Year)

Speaker

Speaker

Pramith Wijethunga
(3rd Year)

Hosted by
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The 24th Edition of the Fortnight Meetup was hosted success-
fu ly on the 20 th of August 2021. The resource persons were 
Yohan Malshika, a fourth-year Undergraduate and Adeeba Sal-
eem, a third-year Undergraduate. The session covered “Flutter 
101” co ducted by Yohan Malshika and “Agile Experiences on In-
dustrial Training” conducted by Adeeba Saleem.

FORTNIGHT MEETUP - 24th Edition

The 25th Fortnight Meetup held on the 24th of September 2021 
was also hosted on the online platform. The focus of this session 
was on the “5G and 6G Communication” and “Beauty of Neural 
Network” which were informatively presented respectively by 
Dewni Samarakoon, a first-year undergraduate and Nilupul Man-
odya, a 2 nd year undergraduate at the Sabaragamuwa University 
of Sri Lanka.

FORTNIGHT MEETUP - 25th Edition

The 26th Fortnight Meetup organized by the Department of 
Computing and Information Systems was successfully ended on 
the 15 th of October 2021 and it was also held online through 
Zoom. The speakers of the session were Sachithra Dilshan and 
Mayantha Fernando covering the topic areas “World of Microser-
vices” and “Unveiling Kubernetes” respectively.

FORTNIGHT MEETUP - 26th Edition

Yohan Malshika
Flutter 101
(4th Year)

Adeeba Saleem
Agile Experience in Innduarial Training
(3rd Year)

Speaker

Speaker

Hiruni Senevirathna
(2nd Year)

Hosted by

Dewni Samarakoon
5G/6G Communication
(1st Year)

Speaker

Nilupul Manodhya
Beauty of Neural Network
(2nd Year)

Speaker

Kamalka Chalanika
(3rd Year)

Hosted by

Sachitra Dilshan
World of Microservices
(4th Year)

Speaker

Mayantha Fernando
Unveiling Kubernetes
(4th Year)

Speaker

Amanda Kandambi
(4th Year)

Hosted by
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The first annual general meeting was held on the 23rd of June 2021 at 6 PM to 7 PM as an online event with the par-
ticipation of Prof. Udaya Rathnayake (Vice-Chancellor of Sabaragamuwa University of Sri Lanka), Dr. Rasara Samaras-
inghe (The chairperson of IEEE WIE Sri Lankan Section), Prof. S. Vasathapriyan (Head, Department of Computing and 
Information Systems), staff of the Department of Computing and Information Systems and and the students. The ob-
jective of the meeting was to appoint executive members and committee members for 2021/2022 and to discuss 
about the future works of the WIE affinity group of SUSL.

Women in Engineering Events
Sabaragamuwa University of Sri Lanka

Annual General Meeting

An Awareness session “AwarenessEVE” was held on the 1st of August 2021 at 6 PM to 7.30 PM with the participation 
of Dr. Windhya Rankothge, Assistant professor at SLIIT, ExCo member & Former Section Chair  at IEEE WIE Sri 
Lanka Section as the resource person. The objective of the session was to enhance awareness about the IEEE WIE ex-
perience and encourage participants to join with IEEE WIE by outlining the benefits of membership.

AwarenessEve
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The first workshop of the skills development program; Editing & Designing workshop was held on the 2nd of Sep-
tember 2021 at 6 PM to 7.30 PM. The resource person for the session was Mr. Dilshan Maduranga, the Present Content 
Coordinator, IEEE student branch in the Sabaragamuwa University of Sri Lanka. The objective of the session was to 
sharpen the technical skills through workshops and make an opportunity to get experienced, especially female stu-
dents who are interested in editing and designing.

Skills Development Program – WORKSHOP 01

The first workshop of the skills development program; Editing & Designing workshop was held on the 2nd of Sep-
tember 2021 at 6 PM to 7.30 PM. The resource person for the session was Mr. Dilshan Maduranga, the Present Content 
Coordinator, IEEE student branch in the Sabaragamuwa University of Sri Lanka. The objective of the session was to 
sharpen the technical skills through workshops and make an opportunity to get experienced, especially female stu-
dents who are interested in editing and designing.

Skills Development Program – WORKSHOP 02

An awareness program for freshers of 2019/2020 batch was held on the 2nd of October 2021 at 10 AM to 11 AM with 
the participation of Mr. Hiran Hasanka - Chairperson of IEEE Student Branch of SUSL, Ms. Fathima Fasheera - Chair-
person of IEEE WIE Student Branch Affinity Group and Mr. Dilshan Madhuranga - Content Coordinator of IEEE Student 
Branch in SUSL as resource persons. The session was mainly conducted to enhance awareness on what is IEEE, IEEE 
Student Branch of SUSL, IEEE Women in Engeening Student Branch Affinity Group of SUSL, past experiences and the 
journey with the IEEE and encourage participants to join with IEEE, WIE by outlining the benefits of membership.

Awareness Program for Freshers
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An Awareness Program for Faculty of Social Sciences and Languages was held on the 6th of November 2021 at 6 
PM with the participation of Dr. R.A.H.M. Rupasingha - Head of the Department of Economics & Statistics, Faculty of 
Social Sciences & Languages, Mr. Keshan Sankalpa - Vice Chairperson of IEEE Student Branch of SUSL, Ms. Dasuni 
Jayathilake - Secretary of IEEE WIE Student Branch Affinity Group with the intention of raising knowledge about IEEE, 
SUSL's IEEE Student Branch, and SUSL's IEEE WIE Student Branch Affinity Group, as well as previous experiences and 
the IEEE's journey, and encouraging individuals to join IEEE, WIE by describing the benefits of membership.

Awareness Program for Social Sciences Faculty

A stress management webinar; Sparc She was held on the 30th of November 2021  at 6 PM to 7.30 PM with the par-
ticipation of Ms. Rasini Bandara, A psychologist, public speaker, personal development trainer, and  psychology con-
sultant. The objective of the session is to provide better guidance to balance life and work while dealing with  aca-
demic or carrier stress.

Sparc She - Stress Management Webinar 
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A cyber safety webinar, Sparc She was held on the 06th of January 2022  at 6 PM to 7.30 PM with the particiaption 
of Ms. Sureni Koshila, A IT Governance, Risk & Compliance Manager as the resource person with the intention of pro-
viding better guidance and awareness on how to deal with technology in their day-to-day life securely with recogniz-
ing and avoiding cyber threats.

Sparc She  - Cyber Safety Webinar

A panel discussion on “Social Entrepreneurship and Women Empowerment” parallel to the ICARC 2022 was held 
on the 09th of February 2022 at 6.30 PM to 8.30 PM with Prof. Kumudu Perera from Wayamba University of Sri Lanka, 
Mrs. Pulani Ranasinghe - Founder & Director, Loons Lab, Ms. Thilini Wijewardhana - Head of Security Operations & 
Technology, CryptoGen, Ms. Janani Liyanage - Scrum Alliance Agile Coaching Retreat Advisor. The objective of the ses-
sion was to enhance the understanding of undergraduates on how social entrepreneurship can empower women 
leaders in various disciplines and to raise awareness on how to empower women by increasing their status through 
education, awareness, literacy, and training, as well as elaborating employment opportunities in various professions 
targeting University Students and Entrepreneurs.

Panel Discussion on Social Entrepreneurship and Women Empowerment



obvious that manually classifying 
something is time consuming, high 
cost and also less accurate. To over-
come this issue, vision based Auto-
matic Surface Inspection (ASI) meth-
ods are proposed, as they are fast, 
highly accurate, and significantly re-
duce the labour intensity.

In ASI, cameras are attached to 
the production line to capture the 
surface images. These recordings 
can be made by a number of camer-
as from different perspectives. Then 
captured images will be further ana-
lysed for the inspection using appli-
cations. Industrial applications will 
require well-structured data of pos-
sible defect types for the analysis. 
Various systems are proposed for 
different industrial applications, e.g., 
steel surface inspection, fabric/tex-
ture inspection, tile surface inspec-
tion, Aluminium profile surface in-
spection, and inspection of 
electronic commutators. However, 
developing a comprehensive and 
large data set for the classification is 

Quality control is a process 
for maintaining standards in manu-
factured products by testing the 
output samples against the specifi-
cations. Surface defects have an ad-
verse effect on quality and perfor-
mance of industrial products. 
Surface defects sometimes affect 
the functions of a component and 
also spoil the appearance. The re-
sponsibility of industry is to reduce 
the complaints that arise from 
crashes, scratches etc. So that sur-
face analysis plays an important role 
in the industrial world. During the 
surface inspection, the shells of the 
surfaces are commonly checked 
manually by the trained workers. Es-
pecially, companies that produce 
products in large numbers are hard 
to inspect one by one manually. It is 

a challenging task as uneven light, 
strong reflection and also complex 
materials may appear on the sur-
face.

There are publicly available 
benchmark datasets for researchers 
for this domain. In the Northeastern 
University (NEU) surface defect da-
tabase [1], six kinds of typical surface 
defects of the hot-rolled steel strip 
are collected, i.e., rolled-in scale, 
patches, crazing, pitted surface, in-
clusion and scratches. Figure 2 
shows some of the example images 
from each category of this dataset. 
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Figure 1: Example image of defected surface

Figure 2: Example images from NEU dataset
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Another dataset is Texture data-
set [2] which contains 64 classes from 
three public datasets. Figure 3 
shows some of the example images 
from the surface texture dataset.

In recent years, deep learning in 
neural networks has achieved tre-
mendous success in analysis of vari-
ous domains. There are two main 
classification techniques in machine 
learning namely supervised learning 
and unsupervised learning. Super-
vised learning relies on labelled 
data, whereas unsupervised learn-
ing can handle unlabelled data for 
the classification. In supervised 
learning, the model learns from the 
labelled dataset and then is used to 
categorise new events. In an unsu-
pervised scenario, the algorithm 
finds the similarity between differ-
ent input data. The semi-supervised 
approach is something in between 
these two. The semi-supervised 
learning, using both labelled and 
unlabelled samples, provides anoth-
er approach for training. 

In the past, many studies have 
investigated the machine vision 
techniques for the surface defects 
classification. These methods mainly 
focused on traditional image pro-
cessing and machine learning meth-
ods which are based on hand craft-
ed features or shallow learning. 
Shallow learning techniques gener-
ally consist of two independent 
steps: feature extraction and classi-
fication. In the feature extraction 
step a set of hand-crafted features 
(e.g. Local Binary Patterns, Histo-
gram of Oriented Gradients) are ex-
tracted to describe each image. 
These features are then used to 
learn a classifier (e.g. Nearest Neigh-
bour, Support Vector Machines). Th-

abelled data, approximate labels 
will be given on the basis of the la-
belled data. Figure 4 depicts the 
steps involved in semi-supervised 
learning with Pseudo labelling.

 

The semi-supervised learning re-
quires a small amount of labelled 
data for model training and unla-
belled data can be used to improve 
the performance of the model. Here, 
the challenge is how to determine 
whether the predicted labels (pseu-
do-labels) are true labels or not. 
There are various weighting 
schemes [4] proposed to weigh the 
contribution of the unlabelled sam-
ples for the training. These schemes 
are based on the prediction proba-
bilities and confidence in the pre-
diction of a given unlabelled image. 
We determine the confidence of pre-
diction of an unlabelled image 
based on how well an image is clas-
sified into one class compared to 
another class. So, the images with 
high confidence in prediction should 
get higher weights and the images 
with lower confidence in the predic-
tion should get lower weights. In this 
way, a pseudo label image could be 
weighted and considered for the 
training to improve the perfor-
mance.

There are several other direc-
tions that can be focused in this 
specific domain. Segmenting the de-
fects improves classification accura-
cy and also contours of defects can 
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ese approaches have several limita-
tions: As the features are not 
learned from the data they may not 
capture the domain-specific charac-
teristics.

In recent years, researchers have 
begun to use deep learning in Con-
volutional Neural Network (CNN) 
which has achieved tremendous 
success in various domains as they 
can learn the feature extractor and 
the classifier together in an 
end-to-end learning setting. Since 
the features are learned from the 
given training data, they can be 
highly discriminative, and capture 
domain specific information. Howev-
er, deep learning requires a large 
amount of data for training. To over-
come this, transfer learning ap-
proaches are widely used, where a 
network trained using a large data-
set (e.g. ImageNet) is fine-tuned for 
a specific domain. Recently, most of 
the proposed approaches are based 
on supervised learning. But the 
problem with supervised learning is 
it requires a large amount of la-
belled data. Labelling a large 
amount of data is time consuming 
and expensive as it requires expert 
knowledge to classify them.

Several state-of-the-art ap-
proaches have been proposed for 
this defect classification. Generative 
Adversarial Network (GAN) based 
approaches[5] have been used as 
they can generate new images and 
provide a way for augmenting the 
training set. Self-training[6] is anoth-
er popular approach for semi-su-
pervised learning. Pseudo labelling[3] 
is a simple and efficient method of 
semi-supervised learning for deep 
neural networks. Here, instead of 
manually labelling the unl-

Figure 4: Steps that involved in [seudo labelling

technique



be extracted from the image.
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of the problems are critical. Because 
controlling hyperglycemia, hyperlip-
idaemia and hypertension is the 
only preventive therapy, early recog-
nition of DR is even more important 
[4]. Furthermore, contemporary treat-
ments, like laser photocoagulation 
can reduce the risk of blindness in 
proliferative retinopathy and dia-
betic maculopathy by up to 98%, if 
the eyes are treated early in the dis-
ease [5]. 

The affected DR contains differ-
ent lesions (the affected regions of 
the retina) such as haemorrhage, 
soft exudates, hard exudates, and mi

Diabetic is a serious health 
issue caused by high blood sugar 
level. Nearly one third of diabetic 
patients suffer from Diabetic Retin-
opathy (DR) [1], which is an eye dis-
ease where the damage occurs in 
the retina (back side of the eye). 
Therefore, dark spots will appear in 
the vision from an affected eye. The 
vision from the normal eye and dia-
betic retinopathy are illustrated in 
Figure 1. DR is the leading cause of 
vision impairment or blindness. Re-
searchers estimated that the num-
ber of people affected by DR world-
wide will grow to 191.0 million by 
2030 [2]. Even though the early stages 
of DR are typically asymptomatic, 
regular eye screening for diabetic 
individuals is necessary, as quick 
identification and subsequent care 

icroaneurysms, which are illustrated 
in Figure 3 and this DR image is 
taken by a colour fundus camera. DR 
grading by distinguishing the lesions 
from fundus images is a challenging 
and fine-grained problem due to the 
lesions being smaller in size (covers 
only a few pixels in fundus images) 
and similar in visual appearance.

For example, Figure 3 shows the 
normal and moderate DR images, 
where it’s hard to differentiate them. 
Based on the type and amount of 
the lesions appears, the DR images 
will grade in a severity order which 
represent the progression of the 
disease like no DR (healthy), mild, 
moderate, sever and proliferative DR 
(complex stage).  Here wrong identi-
fication of DR images may lead to 
sever consequences. Therefore, 
early and proper DR grading is im-
portant to decide the appropriate 
treatment at the correct time, as the 
treatment depends on the severity 
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or grade of the DR. Ophthalmolo-
gists usually rely on retinal colour 
fundus camera to examine the reti-
na and detect the presence of le-
sions to grade the disease. This 
manual process is time consuming, 
subjective and prone to human er-
rors. On the other hand, automated 
computer aided diagnoses systems 
show good potential to accurately 
grade the DR and provide objective 
predictions from colour fundus reti-
nal images [7].

Recently, Deep Learning (DL), es-
pecially Convolutional Neural Net-
work (CNN) based automated solu-
tions were proposed, and achieved 
remarkable success for DR grading 
with effective prediction in a short 
time [7]. DL is a machine learning 
technique, which allows computa-
tional models to learn representa-
tions of data with multiple levels of 
abstraction and it has been widely 
used to solve problems in various 
domains including computer vision 
and medical imaging. CNN is a type 
of DL technique which is designed to 
automatically classify images 
and/or to detect regions of interest 
in images by learning spatial feature 
hierarchies through multiple levels 
of building blocks, such as convolu-
tion layers, pooling layers, and fully 
connected layers. Figure 5 illustrates 
a simple CNN architecture for DR 
grading. Various CNN based auto-
mated approaches have been pro-
posed in DR image analysis includ-
ing CNN architectures [6], pooling 
mechanisms [8], attention mecha-
nisms [3], etc. Rather than that, there 
are various directions to the re-
searchers to improve DR grading 
performance, including the follow-
ings:

used for image classification and/or 
segmentation, they are often da-
ta-hungry – needs a large amount of 
annotated data to train as they have 
millions of parameters to train. 
However, collecting annotated data 
in large amounts, is usually a tedi-
ous task, particularly it is difficult for 
medical imaging. Recently semi-su-
pervised learning approaches have 
been explored, where unannotated 
data was used in addition to the an-
notated data to boost the perfor-
mance of the CNN system. Currently, 
more researches are focusing on 
this domain to improve DR grading 
performance with less amount of 
annotated data.

Joint classification and segmenta-
tion of DR lesions - Just classifying 
retinal images into one of the prede-
fined classes will not give much val-
uable information to the ophthal-
mologists as they will not give any 
explanation or interpretation on 
why they are classified into a par-
ticular class than other classes. This 
interpretation may be obtained in 
terms of segmenting different le-
sions. Therefore, researchers can 
focus on a joint framework which 
will classify images as well as identi-
fy lesion regions to give justifica-
tions for ophthalmologists on why 
they are classified into a particular 
class than the other classes.
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and match clothes. It is about de-
signing a model that can tell you 
about the fashion clothing that 
comes in handy when demand in-
creases for the recognition of cloth-
ing categories and its attributes. 

For example, the results described 
in the fashion industries allow users 
to translate images into text, which 
can also be interpreted as clothing 
descriptions. Fashion analysis facili-
tates retrieval, synthesis, recom-
mender systems, trend analysis, and 
production quality and inspection in 
a wide range. The overall fashion re-
lated tasks are depicted in Figure 1. 
In this regard, the fashion related 
tasks are three-fold: low-level pixel 
calculation, intermediate fashion 
understanding and high-level fash-
ion analysis. Low-level pixel calcula-
tions are aimed at creating pix-
el-level labels on clothing images 
such as segmentation, clothing 
landmark detection and pose esti-
mation, whereas intermediate fash-
ion understanding aims to identify 
fashion images such as clothing cat-
egories, attributes, and styles. Ad-
vanced fashion analytics includes 
recommendations, fashion synthe-
sis and fashion trend forecast.

Fashion is about change, in-
novation, time, place, and the envi-
ronment of those who wear it. At the 
heart of any definition of fashion 
clothing is the relationship between 
a design product and how it is dis-
tributed and consumed. People love 
fashion and want to know what is 
best and how to enhance their style 
and their personality. Now artificial 
intelligence-based systems are 
monitoring every sale and future 
trends in clothing. This can be done 
using machine learning and their in-
tegration with computer vision tech-
niques. It is further improved by uti-
lising deep neural networks inspired 
by the human brain, engaging in 
neuroscience via training suitable 
fashion models. These approaches 
use either structured or unstruc-
tured fashion clothing images to 
make computers to identify, classify, 

Earlier fashion models mostly re-
lied on hand-crafted features and 
hunt for powerful clothing depic-
tions such as graph models, contex-
tual information, general object pro-
posals, human parts, bounding 
boxes, and semantic masks using 
different feature ranges of tradition-
al feature extraction methods and 
image processing techniques in-
cluding colour histograms, Local Bi-
nary Patterns (LBP), Histogram of 
Oriented Gradients (HOG), Scale-In-
variant Feature Transform (SIFT), 
and many more. An evolving tech-
nique for clothing-related tasks is 
the deep learning method, which 
uses convolutional neural networks 
(CNNs) to simultaneously learn fea-
ture illustration and classify cloth-
ing-related images. 

Deep learning methods show their 
power of automatically learning ef-
fective image representations to 
succeed in any object analysis tasks 
via different structures of deep neu-
ral networks. A trained clothing clas-
sification system facilitates auto-
mated fashion stylists, outfit 
recommendation, discovering simi-
lar fashion pieces, surveillance con-
text, automatic annotation of images 
with tags or descriptions, con-
text-aided people identification, oc-
cupation recognition, improvement 
in information retrieval from various 
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areas such as social medias, conver-
sational bots for shopping assis-
tance, personalised apparel recom-
mendations, and fashion trend 
forecast [1].

Apart from that, the influence of 
computer vision in fashion and tex-
tiles refine some of the well-known 
technologies for textile defect de-
tection and quality control, fashion 
recognition, and 3D modelling. 
Moreover, the high-quality 
large-scale data annotation is es-
sential for effective feature engi-
neering. However, current research 
is mainly based on relatively 
small-scale datasets, which are usu-
ally limited by annotation cost and 
workload.

Nevertheless, digital analysis in 
clothing images inherently endure 
difficulties based on variety of as-
pects such as deformation and oc-
clusion of subjects, varieties in tex-
ture, style and cutting, different 
scenarios where the images taken 
from such as selfies and online 
shopping images, the available la-
belled image data size is small for 
clothing attribute, and the number 
of fine-grained attribute categories 
is also limited, and the existence of 
domain drift problem i.e., transfer-
ring models trained using clean 
shop images to recognise attributes 
in images captured in-the-wild from 
the streets.

Fashion clothing detection de-
parts into the detection of clothing 
area using bounding box prediction 
and analysing important clothing 
landmarks to distinguish various 
clothing categories, whereas fashion 
clothing classification evolve into 
categorisation and clothing attribute 

Besides, attention mechanisms 
combine various structured spatial, 
semantic, and/or channel informa-
tion that influences computer vision 
tasks. Conventionally, it is important 
to perform some fine-grained visual 
processing on images, and even 
multiple steps of inference to pro-
duce high quality output. Further-
more, the process of CNNs incorpo-
rates characteristics along spatial 
regions which are object dependent 
features and along channels which 
replicates the various representa-
tion of global image features (e.g., 
edges, colours, corners, texture, 
shape etc.).

For the fine representation of 
clothing items, multiple fashion 
clothing datasets have been created 
and published along with more 
practical focus such as DeepFashion 
dataset1, Fashion landmark detec-
tion (FLD) dataset2, and DeepFash-
ion2 dataset3. Most of these bench-
mark datasets were collected from 
customer photos, selfies, and online 
clothing shopping websites and 
contain rich annotations. At the 
same time, the large amount of data 
generated by social media and 
e-commerce sites provides an op-
portunity to explore relevant knowl-
edge to support the development of 
fashion models. Fashion data for 
clothing analysis are in large-scale, 
however, the success on annotated 
datasets is expensive due to a lot of 
human effort, pain and/or financial 
cost in creating such large datasets.

Hence, semi-supervised learning 
(SSL) [4] has proven to be a powerful 
paradigm to leverage unlabelled 
data to mitigate the reliance on 
large, labelled datasets by combin-
ing supervised and unsupervised 
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prediction as shown in Figure 2. The 
main task of fashion landmark de-
tection is to identify keypoints which 
are called clothing landmarks (i.e., 
hem, collar, sleeve, and waistline). 
How to locate and distinguish these 
fashion landmarks in clothing imag-
es are very important for many fash-
ion related tasks.

Fashion landmark detection has 
been solved through various tech-
niques such as regression, pose es-
timation-based methods, con-
straint-based methods, and as 
attentive knowledge for category 
classification. Though the perfor-
mance shows improvement using 
fashion clothing landmark detec-
tion, the studies on landmarks are 
troublesome with error-prone and 
annotating landmarks is time con-
suming. It also suffers from unique 
differences in clothing items so that 
combining or grouping landmarks is 
crucial task. On that account, the ef-
fective feature engineering which 
learns discriminative feature rep-
resentation becomes eminent part 
in fashion analysis.

Furthermore, in classification 
tasks, many visual attention mecha-
nisms are used to improve the per-
formance. Humans have an ability to 
focus and understand novel visual 
features in difficult scenarios which 
is called “visual attention”. Recent 
research focuses on the use of 
weighted-mask that combines 
in-depth learning and visual atten-
tion mechanisms [2],[3]. The use of 
weighted-mask in a model is to cap-
ture important features by another 
layer with newly learnt weights. For 
creating attention, the CNN can 
learn the areas to be focused on 
each feature map through learning.
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ated tasks involving the need of 
speed and reduced complexity. The 
main problem related to the perfor-
mance of computer and capacity of 
memory for training the fashion 
model is still a long way from human 
performance in the real-world envi-
ronment.             

As a result, the need for more 
powerful systems has grown. De-
spite the latest improvements, mod-
elling suitable fashion models con-
tinues to be a challenge for 
developing smart fashion solutions 
while exploring complex real-world 
problems. Also, with the growing in-
terest in mobile applications, there 
is a need to make fashion models 
easier but timelier. Thus, it would 
also be beneficial to consider how to 
improve the model optimisation for 
greater efficiency and better compu-
tational efficiency.

Figure 1: Different types of DR lesions

learning approaches. In classifica-
tion tasks, supervised models at-
tempt to perform well on labelled 
samples as determining upper leap 
to the predictions while SSL models 
reduce the ratio of labelled samples 
in training set.

1. https://mmlab.ie.cuhk.edu.hk/projects/De
epFashion/AttributePrediction.html

2.  http://mmlab.ie.cuhk.edu.hk/projects/
DeepFashion/LandmarkDetection.html

3. https://sites.google.com/view/cvcreative/
deepfashion2

In this regard, the idea is to con-
sider more efficient classification 
scenarios to satisfy the clothing rel-
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